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(57) ABSTRACT

A virtual reference plane and a virtual camera are updated
based on detection of a characteristic portion 1n a captured
image. A virtual object and the virtual camera are updated
based on a shooting state. An overlay image 1n which an
image ol the virtual object 1s overlaid on the captured image
1s generated. The virtual camera and the virtual object are
controlled such that the virtual object 1s 1n a field-of-view
range, betore the detection of the characteristic portion. The
virtual object, the virtual reference plane, and the virtual
camera are updated such that the virtual object 1s along the
virtual reference plane, based on the shooting state, after the
detection of the characteristic portion, and such that an
appearance of the virtual object 1s 1n association with the
shooting state, no matter whether or not the characteristic
portion has been detected, when a position fixation condition
1s satisfied.
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FIG. S
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FIG. 12




U.S. Patent Jan. 17, 2023 Sheet 12 of 16 US 11,557,103 B2

FI1G. 13

VARIOUS PROGRAMS Pa

| oo {70
et s [0
"
H i
’
ey
T
Ry =
TN



U.S. Patent Jan. 17,2023 Sheet 13 of 16 US 11,557,103 B2

FIG. 14

START

S101
INITIALIZE SETTINGS

5102
ACQUIRE OPERATION DATA

5103

ACQUIRE CAPTURED IMAGE

5104

PLANE DETECTION
PROGCESS

5105

POSITION FIXATION
SETTING PROGESS

S106
POSITION FIXED?

Yes

S110
No

S107 l THIRD IMAGE GENERATION I
Y

510 510
I FIRST IMAGE GENERATION I I

9
SECOND IMAGE GENERATION
PROCESS

PROCESS

ST11

" DISPLAY CONTROL
_PROCESS

5112

R @

Yes

END



U.S. Patent Jan. 17,2023 Sheet 14 of 16 US 11,557,103 B2

FI1G. 15

START OF FIRST IMAGE
GENERATION PROGESS

S121

VIRTUAL CAMERA SETTING
PROCESS

S122

PLAYER OBJECT MOTION/
POSITION/FORM SETTING

PROCESS

5123

IMAGE OVERLAYING
PROCESS

RETURN




U.S. Patent Jan. 17,2023 Sheet 15 of 16 US 11,557,103 B2

FIG. 16

START OF SECOND IMAGE
GENERATION PROCESS

5131

VIRTUAL CAMERA SETTING
PROCESS

5132

VIRTUAL REFERENGCE PLANE
SETTING PROCESS

5133

PLAYER OBJECT MOTION/
POSITION/FORM SETTING

PROCESS

5134

SHADOW OBJEGT SETTING
PROCESS

S135

2 et

SET POSITION OF PLAYER
OBJECT ON VIRTUAL
REFERENGCE PLANE

5136

S137

RETURN



U.S. Patent Jan. 17,2023 Sheet 16 of 16 US 11,557,103 B2

START OF THIRD IMAGE
GENERATION PROCESS
S141
PLAYER OBJECT MOTION/

FIG. 17

POSITION/FORM SETTING
PROCESS

S142

No
- Pl ANE DETECTED? ——

Yes
S143

VIRTUAL REFERENGCE PLANE
SETTING PROCESS

S144
SHADOW OBJECT SETTING

PROCESS

S145
VIRTUAL CAMERA SETTING
PROCESS
5146

IMAGE OVERLAYING
PROGCESS

S1417 -

No
- STILL IMAGE ACQUIRED"

S148

RETURN



US 11,557,103 B2

1

STORAGE MEDIUM STORING
INFORMATION PROCESSING PROGRAM,
INFORMATION PROCESSING APPARATUS,
INFORMATION PROCESSING SYSTEM,

AND INFORMATION PROCESSING
METHOD

CROSS REFERENCE TO RELATED
APPLICATION

This application claims priority to Japanese Patent Appli-
cation No. 2020-191511, filed on Nov. 18, 2020, the entire
contents of which are imcorporated herein by reference.

FIELD

The technology disclosed herein relates to storage media
storing an 1nformation processing program, information
processing apparatuses, information processing systems,
and 1information processing methods, and more particularly,
to a storage medium storing an information processing
program, information processing apparatus, nformation
processing system, and information processing method that
perform a process of displaying a captured image of a real
space with an 1mage of a virtual object overlaid on the
captured 1mage.

BACKGROUND AND SUMMARY

There 1s a conventional 1mage processing device that
captures an 1image of a real space, and 1n the captured image,
detects a marker provided 1n the real space, and thereafiter,
displays the captured image with a virtual object overlaid on
the captured 1image according to display reference informa-
tion based on the marker.

However, such an image processing device cannot dis-
pose a virtual object 1n a virtual space to overlay and display
the virtual object on the captured image, until a character-
1stic portion (marker) 1s detected in the captured 1image.

With this 1n mind, 1t 1s an object of this non-limiting
example to provide a storage medium storing an information
processing program, information processing apparatus,
information processing system, and information processing
method that are capable of reducing the response time that
it takes to overlay and display a virtual object on a captured
image of a real space.

To achieve the object, this non-limiting example has the
tollowing features, for example.

In a non-limiting example configuration of a non-transi-
tory computer-readable storage medium having stored
therein an imformation processing program of this non-
limiting example, a non-transitory computer-readable stor-
age medium having stored therein instructions that, when
executed by a computer of an information processing appa-
ratus, cause the information processing apparatus to perform
operations comprising: detecting a shooting state including
a position and an orientation of an 1maging device that
generates a captured 1mage of a real space at update inter-
vals; first updating a position and an orientation of at least
one of a virtual reference plane and a virtual camera 1n a
virtual space, based on detection of a characteristic portion
in the captured 1mage; second updating a position and an
orientation of at least one of a virtual object and the virtual
camera 1n the virtual space, based on the shooting state;
generating an overlay image in which an image of the virtual
object as viewed from the virtual camera 1s overlaid on the
captured 1mage, when the virtual object 1s 1n a field-of-view
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2

range of the virtual camera; and outputting the overlay
image to a display device, wherein the second updating
includes controlling the position and orientation of at least
one of the virtual camera and the virtual object such that the
virtual object 1s 1n the field-of-view range of the virtual
camera, before the detection of the characteristic portion,
updating the position of at least one of the virtual object, the
virtual reference plane, and the virtual camera such that the
virtual object 1s along the virtual reference plane, based on
the shooting state, after the detection of the characteristic
portion, and updating the position and orientation of at least
one of the virtual object, the virtual reference plane, and the
virtual camera such that an appearance of the virtual object
as viewed from the virtual camera based on relative orien-
tations and relative positions of the virtual camera and the
virtual object 1s 1n association with the shooting state, no
matter whether or not the characteristic portion has been
detected, when a position fixation condition 1s satisfied.

Thus, the virtual object can be overlaid and displayed on
the captured image, even before the characteristic portion
has been detected in the captured image. Therefore, the
response time that it takes to overlay and display the virtual
object can be reduced.

Further, the first updating may include updating the
position and orientation of at least one of the virtual refer-
ence plane and the virtual camera, based on the detection of
the characteristic portion indicating a plane 1n the real space
in the captured image, such that a position and an orientation
of the plane correspond to the position and orientation of the
virtual reference plane 1n the overlay image.

Therefore, the virtual object can be overlaid and displayed
using a plane whose 1mage 1s captured in the captured
image.

Further, the second updating may include updating the
orientation of at least one of the virtual object and the virtual
camera, according to the orientation of the imaging device,
betore the detection of the characteristic portion.

Therefore, the appearance of the virtual object can be
changed by moving the imaging device, even belore the
characteristic portion has been detected in the captured
1mage.

Further, the second updating may include disposing a
shadow object indicating a shadow of the virtual object on
the virtual reference plane, after the detection of the char-
acteristic portion.

Therefore, by overlaying and displaying the shadow
object, the user can be notified of the presence of the virtual
reference plane set based on the characteristic portion. Also,
by overlaying and displaying the shadow object, the user can
be notified that the virtual object 1s disposed along the virtual
reference plane.

Further, the second updating may include, when the
position fixation condition 1s satisfied, updating the position
ol at least one of the virtual object and the virtual camera,
in response to changing of the position of the imaging device
by a first change amount, such that relative positions of the
virtual camera and the virtual object are changed by a second
change amount proportional to the first change amount, no
matter whether or not the characteristic portion has been
detected.

Thus, the position 1s changed according to the scale ratio
of the real space and the virtual space. Therefore, the overlay
image can represent a scene that the virtual object and the
virtual camera are moved 1n the virtual space 1n a manner
similar to that 1n which the imaging device 1s moved 1n the
real space.
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Further, the second updating may include, when the
position fixation condition 1s satisfied, updating the orien-
tation of at least one of the virtual object and the virtual
camera, 1n response to changing of the orientation of the
imaging device by a third change amount, such that a
relative direction between a direction of the orientation of
the virtual camera and a direction from the virtual camera to
the virtual object 1s changed by a third change amount, no
matter whether or not the characteristic portion has been
detected.

Theretfore, the overlay 1image can represent a scene that
the orientations of the virtual object and the virtual camera
are changed 1n the virtual space by the same change amount
that the orientation of the 1maging device 1s changed 1n the
real space.

Further, 1n the second updating, display forms of the
virtual object before and after the position fixation condition
1s satisfied may be different from each other.

Therefore, the user can be notified of whether or not the
position fixation condition 1s satisiied.

Further, 1n the second updating, display forms of the
virtual object before and after the detection of the charac-
teristic portion may be different from each other.

Therefore, the user can be notified of whether or not the
characteristic portion has been detected in the captured
1mage.

Further, the mstructions may cause the computer to per-
form fturther operations comprising: changing an action of
the virtual object according to a first 1nstruction 1nput of a
user.

Therefore, more various operations can be performed by
the user.

Further, the second updating may include turning the
virtual object around an axis perpendicular to the virtual
reference plane, or turning the virtual camera around an axis
passing through the position of the virtual object and extend-
ing perpendicularly to the virtual reference plane, according
to a second instruction mput of a user, after the position
fixation condition 1s satisfied.

Therelfore, the orientation of the virtual object overlaid
and displayed can be further changed according to the user’s
operation.

Further, the first updating may include updating the
position and ornentation of the virtual camera, based on the
detection of the characteristic portion in the captured image,
and the second updating may include, when the position
fixation condition 1s satisfied, updating the position and
orientation of the virtual camera such that the position and
orientation of the virtual camera are 1n association with the
shooting state, no matter whether or not the characteristic
portion has been detected.

Thus, the virtual camera 1s moved 1n the virtual space in
association with the movement of the imaging device in the
real space. Therefore, the user can feel as 11 the virtual object
were 1n the real space. In addition, the control of the virtual
camera 1s facilitated.

Further, this non-limiting example may be carried out in
the form of an information processing apparatus, iforma-
tion processing system, and information processing method.

In this non-limiting example, the response time that 1t
takes to overlay and display the virtual object 1n the captured
image can be reduced.

These and other objects, features, aspects and advantages
of the present exemplary embodiment will become more
apparent from the following detailed description of the
present exemplary embodiment when taken in conjunction
with the accompanying drawings.
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4
BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1illustrating a non-limiting example of
an information processing system 1 according to this non-
limiting example,

FIG. 2 1s a block diagram illustrating a non-limiting
example of a configuration of an information processing
apparatus 3,

FIG. 3 1s a block diagram illustrating a non-limiting
example of a configuration of a server 200,

FIG. 4 1s a diagram 1illustrating a non-limiting example of
a game 1mage displayed on a display unit 35 of the infor-
mation processing apparatus 3 when the information pro-
cessing apparatus 3 1s being held by the user, before a plane
has been detected on a captured image,

FIG. 5 1s a diagram 1illustrating a non-limiting example of
a game 1mage displayed on the display unit 35 of the
information processing apparatus 3 when the information
processing apparatus 3 1s being held by the user, after a plane
has been detected 1n a captured 1mage,

FIG. 6 1s a diagram 1illustrating a non-limiting example of
a game 1mage 1 which a player object PO 1s overlaid on a
captured 1mage with the player object PO set on a virtual
reference plane,

FIG. 7 1s a diagram 1llustrating a non-limiting example of
a game 1mage 1n which a player object PO i1s overlaid and
displayed on a captured image with the player object PO
disposed on and fixed to a virtual reference plane,

FIG. 8 1s a diagram 1illustrating a non-limiting example of
a game 1mage when the position of the information process-
ing apparatus 3 1s moved with a player object PO disposed
on and fixed to a virtual reference plane,

FIG. 9 1s a diagram 1illustrating a non-limiting example of
a game 1mage when an operation of turning a player object
PO 1s performed with the player object PO disposed on and
fixed to a virtual reference plane,

FIG. 10 1s a diagram 1llustrating a non-limiting example
ol a positional relationship between a player object PO and
a virtual camera 1n a virtual space,

FIG. 11 1s a diagram 1llustrating a non-limiting example
of a game 1mage 1n which a player object PO 1s overlaid and
displayed on a captured image with the player object PO
disposed at and fixed to a position away from a virtual
reference plane,

FIG. 12 1s a diagram illustrating another non-limiting
example of a game 1mage displayed on the display unit 35
of the information processing apparatus 3 when the infor-
mation processing apparatus 3 i1s being held by the user,
before a plane has been detected on a captured 1image,

FIG. 13 i1s a diagram 1llustrating a non-limiting example
of main data and programs stored in a storage unit 32 of the
information processing apparatus 3,

FIG. 14 15 a flowchart illustrating a non-limiting example
ol a process that 1s executed 1n the information processing
apparatus 3,

FIG. 15 1s a subroutine illustrating a detailed non-limiting,
example of a first image generation process in step S108 of
FIG. 14,

FIG. 16 1s a subroutine showing a detailed non-limiting

example of a second 1mage generation process in step S109
of FIG. 14, and
FIG. 17 1s a subroutine showing a detailed non-limiting

example of a third 1mage generation process in step S110 of
FIG. 14.

DETAILED DESCRIPTION OF NON-LIMITING
EXAMPLE EMBODIMENTS

An mformation processing system according to this non-
limiting example will be described with reference to FIG. 1.



US 11,557,103 B2

S

As 1llustrated 1n FIG. 1, an information processing system 1
that 1s a non-limiting example of the information processing
system of the non-limiting example, includes information
processing apparatuses 3 and a server 200, which are con-
nected together through a network 100. Although FIG. 1
illustrates a plurality of information processing apparatuses
3, the information processing system 1 may include only a
single information processing apparatus 3.

The information processing apparatuses 3 are configured
to be able to connect to the network 100 through wireless or
wired communication. The information processing appara-
tuses 3 and the server 200 constitute a client-server system.
For example, the information processing apparatuses 3 can
execute a predetermined application (e.g., a game applica-
tion, etc.). The information processing apparatuses 3 can
connect to and communicate with the server 200 through the
network 100 by executing the above predetermined appli-
cation. For example, the information processing apparatuses
3 can execute an information processing program that is
stored 1n a replaceable storage medium, such as a memory
card or an optical disc, or 1s received from another apparatus.
The mnformation processing apparatuses 3 may be a typical
personal computer, stationary game machine, mobile tele-
phone (smartphone), handheld game console, personal digi-
tal assistant (PDA), etc. At least one input device or display
device may be provided separately from the main body.

Next, the information processing apparatus 3 will be
described with reference to FI1G. 2. FIG. 2 1s a block diagram
illustrating a non-limiting example of a configuration of the
information processing apparatus 3. In FIG. 2, the informa-
tion processing apparatus 3 includes a control unit 31, a
storage unit 32, a program storage unit 33, an mput unit 34,
a display unit 35, a communication unit 36, an 1inertial sensor
37, and an mmaging unit 38. It should be noted that the
information processing apparatus 3 may include one or more
devices including an mformation processing device includ-
ing at least the control unit 31, and other devices.

The control unit 31 1s an iformation processing means
(computer) for executing various information processes,
such as a CPU. For example, the control unit 31 has a
function of executing the above application to perform
information processes such as a game process described
below, and data transmission and reception processes
through the server 200. This function 1s performed by the
control umt 31 (e.g., a CPU) executing predetermined pro-
grams.

The storage unit 32 stores various items of data that are
used when the control unit 31 executes the above informa-
tion processes. The storage unit 32 1s, for example, a
memory that can be accessed by the control unit 31 (e.g., a
CPU).

The program storage unit 33 stores programs. The pro-
gram storage unit 33 may be any storage device (storage
medium) that can be accessed by the control unit 31. For
example, the program storage unit 33 may be a storage
device that 1s provided 1n the information processing device
including the control unit 31, or a storage medium that 1s
removably attached to the information processing device
including the control unit 31. The program storage unit 33
may be a storage device (e.g., a server, etc.) that 1s connected
to the control unit 31 through a network. The control unit 31
(CPU) may read all or a portion of a game program into the
storage umt 32 and execute the read program with appro-
priate timing.

The mput umt 34 1s an mput device that can be operated
by a user. The input unit 34 may be any suitable input device.
As a non-limiting example, the input unit 34 may be a touch
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6

panel provided on a screen of the display unit 35. For
example, the touch panel may be of any type. The touch
panel may be either of a type that allows a multi-touch input
(e.g., a capacitive type) or of a type that allows a single-
touch mput (e.g., a resistive type).

The display unit 35 displays an image according to an
instruction from the control unit 31. It should be noted that
when the information processing apparatus 3 1s a stationary
game apparatus or a personal computer, the display unit 35
may be separated from the information processing apparatus
3. In this non-limiting example, the display unit 35 includes
a touchscreen provided with a touch panel (the input unit 34)
at a surface thereof, and a rectangular display region and
touch region that have a first and a second side, the first side
being longer than the second side.

The communication unit 36, which 1s a predetermined
communication module, exchanges data with another appa-
ratus (e.g., the server 200) or another information processing,
apparatus 3 through the network 100.

The 1nertial sensor 37, which detects an orientation and
motion of the main body of the information processing
apparatus 3, includes, for example, an acceleration sensor
and/or an angular velocity sensor. For example, the accel-
eration sensor detects the magnitudes of accelerations along
three orthogonal axial directions of the mnformation process-
ing apparatus 3 (the display unit 35). It should be noted that
the acceleration sensor may detect an acceleration along one
or two axial directions. The angular velocity sensor detects
angular velocities about the three axes. It should be noted
that the angular velocity sensor may detect an angular
velocity about one or two axes. The inertial sensor 37 1s
connected to the control unit 31. A detection result of the
acceleration sensor and/or angular velocity sensor 1s output
to the control unit 31. Based on the detection result of the
inertial sensor 37, the control unit 31 can calculate infor-
mation about a motion and/or orientation of the information
processing apparatus 3 (the display unit 35, the imaging unit
38), ¢.g., an orientation of the information processing appa-
ratus 3 (the display unit 35, the imaging unit 38) in real space
with respect to the direction of gravity.

At least one 1imaging unit 38 1s provided on a back surface
of the display unit 35 (an opposite surface from the surface
on which the display unit 35 1s provided). The imaging unit
38 serves as an 1maging device (camera) built in the infor-
mation processing apparatus 3. The shooting direction of the
imaging unit 38 is the depth direction of the display screen
of the display unit 35. The imaging unit 38 includes an
imaging element having a predetermined resolution (e.g., a
CCD mmage sensor or a CMOS 1mage sensor), and a lens.
The lens may have a zoom mechanism. The imaging unit 38,
which 1s coupled to the control unit 31, captures an image of
a real space 1n the shooting direction and outputs data of the
captured i1mage to the control unit 31 according to an
instruction from the control unit 31. The control unit 31 can
also cause the display unit 35 to immediately display the
captured 1mage acquired from the imaging unit 38.

Next, the server 200 will be described with reference to
FIG. 3. FIG. 3 1s a block diagram 1illustrating a non-limiting
example of a configuration of the server 200.

The server 200 has a communication unit 201, a control
umt 202, and a storage unit 203. The commumication unit
201 communicates with the information processing appara-
tuses 3, etc., through the network 100 by exchanging com-
munication packets. As a non-limiting example, the control
unit 202 performs a process of managing the progression of
a game performed along with the mformation processing
apparatus 3, a process of managing in-game currency (e.g.,
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comns), game items, and game objects (e.g., characters
appearing 1n a game, and pieces of equipment used 1n a
game), etc., that are purchased by the user, and a process of
managing information about payment or charging. The
control unit 202 also establishes a communication link to the
information processing apparatuses 3, etc., through the
communication unit 201, and performs data transmission
control and routing on the network 100. When a game 1s
performed along with a plurality of information processing,
apparatuses 3, the control unit 202 manages a pairing or
grouping ol information processing apparatuses 3 that per-
form the game, and data communication between those
information processing apparatuses 3. The storage unit 203
stores programs that are executed by the control unit 202,
various 1tems of data used for the above processes, various
items of data used for communication with the information
processing apparatuses 3, etc. When the system employs a
predetermined log-1n process for data exchange performed
through the network 100, the server 200 may perform an
authentication process to determine whether or not a user
who tries to log 1n 1s an authorized user. The server 200 may
be a single server machine or may include a plurality of
server machines.

Next, before describing specific processes performed by
the information processing apparatus 3 and the server 200,
a non-limiting example of a game process performed 1n the
information processing system 1 will be outlined with
reference to FIGS. 4-12. It should be noted that FIG. 4 1s a
diagram 1illustrating a non-limiting example of a game 1image
displayed on the display unit 35 of the information process-
ing apparatus 3 when the information processing apparatus
3 1s being held by the user, before a plane has been detected
on a captured image. FIG. 5 1s a diagram 1llustrating a
non-limiting example of a game 1mage displayed on the
display unmit 35 of the mformation processing apparatus 3
when the information processing apparatus 3 i1s being held
by the user, after a plane has been detected in a captured
image. FIG. 6 1s a diagram illustrating a non-limiting
example of a game image 1n which a player object PO 1s
overlaid on a captured image with the player object PO set
on a virtual reference plane. FIG. 7 1s a diagram 1illustrating
a non-limiting example of a game 1mage 1n which a player
object PO 1s overlaid and displayed on a captured image
with the player object PO disposed on and fixed to a virtual
reference plane. FIG. 8 1s a diagram 1llustrating a non-
limiting example of a game 1mage when the position of the
information processing apparatus 3 1s moved with a player
object PO disposed on and fixed to a virtual reference plane.
FIG. 9 1s a diagram 1llustrating a non-limiting example of a
game 1mage when an operation of turming a player object PO
1s performed with the player object PO disposed on and fixed
to a virtual reference plane. FIG. 10 1s a diagram 1llustrating,
a non-limiting example of a positional relationship between
a player object PO and a virtual camera 1n a virtual space.
FIG. 11 1s a diagram 1illustrating a non-limiting example of
a game 1mage in which a player object PO 1s overlaid and
displayed on a captured image with the player object PO
disposed at and fixed to a position away from a virtual
reference plane. FIG. 12 1s a diagram illustrating another
non-limiting example of a game image displayed on the
display umit 35 of the mformation processing apparatus 3
when the information processing apparatus 3 i1s being held
by the user, before a plane has been detected on a captured
image. In the description that follows, although a game 1is
used as a non-limiting example of an application executed in
the information processing apparatus 3, other applications
may be executed in the information processing apparatus 3.
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In FIG. 4, 1n a game process of this non-limiting example,
an overlay image 1in which an 1image (virtual space image) of
a player object PO existing in a three-dimensional virtual
space 1s overlaid on an 1image of the real world currently
captured by the imaging unit 38, 1s displayed on the display
screen of the display umt 35. As described 1n greater detail
below, 1n this non-limiting example, an 1mage of the player
object PO can be overlaid such that the player object PO 1s
disposed on a plane 1n the real world (e.g., a horizontal plane
in the real world, such as a floor surface or a desk surface in
the non-limiting example of FIG. 4) detected 1n a captured
image acquired by the imaging unit 38, and the resultant
image can be displayed on the display unit 35. However, 1n
this non-limiting example, until the plane has been detected
in the captured image, the player object PO 1s displayed on
the display screen of the display unit 35 with the player
object PO overlaid on the captured image. For example, as
illustrated 1 FIG. 4, the player object 1s overlaid on the
captured image and displayed on the display unit 35 such
that the player object PO 1s displayed at a center of the
display screen of the display umt 35, facing front.

As 1llustrated in FIG. 5, when a plane (e.g., a floor
surface) 1n the real world 1s detected 1n a captured image
acquired by the imaging unit 38, a shadow object S 1ndi-
cating a shadow of the player object PO 1s disposed on the
plane, and 1s overlaid and displayed on the captured image.
Specifically, when the plane 1s detected in the captured
image, a virtual reference plane 1s set such that a position
and orientation of the plane 1n the captured image corre-
spond to a position and orientation of the virtual reference
plane 1n a virtual space 1mage when the virtual space image
1s overlaid on the captured image, 1.e., in such an overlay
image (combination 1mage). Thereaiter, the shadow object S
indicating a shadow of the player object PO 1s attached to the
virtual space image, along the virtual reference plane, at a
position on the virtual reference plane directly below the
player object PO, and the resultant virtual space image 1s
overlaid and displayed on the captured image. Thus, when a
plane 1s detected 1n a captured image, then i1f the shadow
object S 1s displayed, the user of the mnformation processing
apparatus 3 can be notified of detection of the plane, and can
be allowed to recognize the position of the detected plane in
the captured image. It should be noted that the shadow
object S may show a shadow having a shape based on a size
or shape of the player object PO, or may be a circular or
clliptical shape having a fixed size. As a techmique of
detecting a plane 1n a captured image, an existing plane
detection function may be used. As a non-limiting example,
a plurality of captured 1images may be acquired from difler-
ent points of view by moving the imaging unit 38 and
performing shooting at different timings, and feature points
in the captured 1mages may be associated with each other.
The associated feature points may be subjected to a geo-
metrical calculation (e.g., projective transformation),
whereby a plane and a boundary of the plane may be
detected 1n the captured image.

As 1llustrated 1n FIG. 6, when the player object PO 1s
displayed on the display unit 35, the player object PO can be
disposed on the shadow object S, 1.e., the virtual reference
plane set 1n the virtual space 1image, and can be overlaid and
displayed on the captured image. For example, 1n the case
where the display position of the player object PO 1s fixed
such that the player object PO 1s displayed at a center of the
display screen of the display unit 35, the player object PO
can be displayed in the captured image at a position on a
plane (e.g., a tloor surface) detected in the real world by
changing the position and/or orientation of the information
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processing apparatus 3 such that the shooting direction of
the 1maging unit 38 points the plane. In this case, 1n the
virtual space 1mage overlaid on the captured image, the
player object PO 1s moved 1n the virtual space to be disposed
on the shadow object S attached to the virtual reference
plane, and therefore, the player object PO 1s controlled so as
not to enter beneath the virtual reference plane (1.e., beneath
the shadow object S). Thus, the shadow object S 1s displayed
on the plane detected in the captured image, and the player
object PO 1s disposed on the shadow object S when the
player object PO 1s disposed on the plane. Therefore, it 1s
possible to notily the user of the information processing
apparatus 3 that the player object PO 1s disposed on the
plane, 1n an easy-to-understand manner.

Here, even when the player object PO 1s disposed on the
virtual reference plane, the player object PO 1s displayed on
the display screen of the display unit 35 at or near the center,
facing front, without being fixed to the position where the
player object PO 1s disposed. Therefore, when the shooting
position and/or ornentation of the imaging unit 38 are
changed 1n the real space, the player object PO 1s displayed
such that the player object PO moves 1n the captured image
along the virtual reference plane according to that change.
When the shooting direction of the imaging unit 38 1is
changed 1n the real space, the player object PO continues to
be displayed, facing front (1.e., facing front toward the
imaging unit 38). As a result, the player object PO 1s
displayed such that the orientation of the player object PO 1s
changed 1n the real space, in which the captured image 1s
acquired, according to the change 1n the shooting direction.
It should be noted that the orientation of the player object
PO, which 1s changed according to a change in the shooting
direction, may be controlled 1n a manner that varies depend-
ing on the direction in which the shooting direction 1is
changed. For example, when the shooting direction 1is
changed 1n a horizontal plane 1n the real space, the pose or
orientation of the displayed player object PO may not be
changed, and when the shooting direction 1s changed 1n a
vertical plane 1n the real space, the pose or orientation of the
displayed player object PO may be changed in association
with a change in the shooting direction.

It should be noted that 1n this non-limiting example, when
a distance between the player object PO and the virtual
reference plane 1n the virtual space 1s less than a predeter-
mined threshold, the position where the player object PO 1s
disposed may be controlled such that the player object PO 1s
disposed on and 1n contact with the virtual reference plane.
Thus, when the player object PO approaches the virtual
reference plane until the distance 1s less than the threshold,
the player object PO 1s moved as if the player object PO
were attracted by the virtual reference plane, and 1s then
disposed on the virtual reference plane. In addition, when
the position of the player object PO determined by the
position and orientation of the imaging unit 38 1s a distance
of less than the threshold away from the virtual reference
plane, the position of the player object PO on the virtual
reference plane 1s maintained. In other words, the position of
the player object PO on the virtual reference plane 1s
maintained unless the position of the player object PO
determined by the position and orientation of the imaging
unit 38 1s a distance of at least the threshold away from the
virtual reference plane. Therefore, the player object PO can
be more easily disposed on the virtual reference plane, and
can be stably disposed at a position on the virtual reference
plane. As a result, the player object PO can be easily
disposed on a detected plane 1n the captured image, and can
be stably disposed and displayed on the detected plane. It
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should be noted that the threshold at which the player object
PO 1s moved onto the virtual reference plane, and the
threshold at which the player object PO 1s moved away from
the virtual reference plane, may be the same or different.

In the control of the position where the player object PO
1s disposed using the threshold, a temporal condition may be
additionally provided. For example, the player object PO
may be moved onto the virtual reference plane 11 the player
object PO has continued to be disposed a distance of less
than the threshold away from the virtual reference plane for
at least a first period of time. The player object PO may be
moved away from the virtual reference plane if the player
object PO has continued to be disposed a distance of at least
the threshold away from the virtual reference plane for at
least a second period of time. It should be noted that the first
and second periods of time may be the same or different.

As 1illustrated m FIG. 7, the player object PO can be
displayed with position fixation while the player object PO
1s disposed on the virtual reference plane according to the
user’s operation. As used herein, the position fixation means
that the player object PO 1s controlled to be displayed such
that the player object PO 1s disposed at a fixed position in the
real space 1rrespective of changes 1n the position and ori-
entation of the imaging unit 38. As a non-limiting example
of a technique of implementing position {ixation, in this
non-limiting example, the position of the player object PO
in the virtual space (as described below, the position 1s not
limited to positions on the virtual reference plane) 1s fixed,
and the virtual camera 1s moved according to the motion of
the 1maging unit 38. In this non-limiting example, as a
specific example of position fixation, the player object PO 1s
overlaid and displayed on the captured image with the
position on the virtual reference plane where the player
object PO 1s disposed 1n the virtual space being fixed. This
allows the player object PO to be displayed such that the
player object PO 1s disposed at and fixed to a position 1n the
real space corresponding to a position on the virtual refer-
ence plane.

For example, as illustrated 1in FIGS. 4-6, a game 1mage
before position fixation of the player object PO includes a
button 1mage B1 for receiving the user’s operation for
position fixation of the player object PO. By performing a
touch operation at a position where the button 1image B1 1s
being displayed, an instruction to perform position fixation
1s mnput. As 1llustrated 1n FIG. 7, when the player object PO
1s displayed in the position-fixed state, the button image Bl
1s erased, and button images B2 and B3 are displayed. Here,
the button 1mage B2 receives the user’s operation for
removing the position-fixed state. The button image B3
receives the user’s operation for performing a still image
acquisition process of storing a game 1mage being displayed
on the display unit 35 as a still image. It should be noted that
the user’s operation for establishing the position-fixed state
may be other operations performed by the user, such as a
touch operation performed on the player object PO. The
user’s operation for removing the position-fixed state may
be other operations performed by the user, such as a tap
operation performed on a game 1mage at a position other
than the display positions of the button 1mages B2 and B3.

The player object PO 1s displayed in different display
forms before and after position fixation in the captured
image. For example, comparison of FIGS. 4-6 with FIG. 7
clearly indicates that before position fixation, the player
object PO 1s displayed 1n the display form in which a label
image M 1s added. Meanwhile, after position fixation, the
player object PO 1s displayed 1n the display form 1n which
the label image M 1s not added. Thus, the player object PO
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1s displayed in the different display forms before and after
position fixation, which can notify the user of whether or not
the player object PO 1s in the position-fixed state. It should
be noted that the change or difference in the display form
between before and after position fixation 1s not limited to
the presence or absence of the label image M, and may be
other changes or differences in the display form. For
example, the display form may be changed by adding other
images, changing the color or lightness of the player object
PO, changing the facial expression, orientation, action, or
the like of the player object PO, or the like. It should be
noted that the label 1image M corresponds to a non-limiting,
example of the change or difference 1n the display form of
a virtual object between belore and after a condition for
position fixation 1s satisfied.

As 1llustrated 1n FIG. 8, when the player object PO 1s 1n
the position-fixed state and 1s displayed in the captured
image, the player object PO 1s displayed on the display unit
35, giving an appearance 1n association with the position and
orientation (shooting state) of the imaging unit 38 in the real
space. For example, when the position of the imaging unit 38
in the real space i1s changed, the player object PO 1s
displayed such that the position from which the player object
PO 1s viewed 1s changed by a change amount corresponding
to the change 1n the position of the imaging umt 38 1n the
real space. In addition, when the shooting direction of the
imaging unit 38 (the orientation of the imaging umt 38) 1s
changed, the player object PO 1s displayed such that the
angle at which the player object PO 1s viewed 1s changed by
the same change 1n angle that the shooting direction of the
imaging unit 38 1s changed. Thus, when the position or
orientation of the imaging unit 38 in the real space 1is
changed, an overlay image that shows the player object PO
as 11 the player object PO were disposed and fixed in the real
space can be displayed on the display unit 35.

As 1llustrated 1 FIG. 9, 1n this non-limiting example,
when the player object PO 1s 1n the position-fixed state, the
player object PO can be turned around an axis perpendicular
to the virtual reference plane according to the user’s opera-
tion. For example, in the case where the mnput unit 34 has a
touch panel provided on the screen of the display unit 35,
when a touch operation of swiping (sliding) nghtward on the
touch panel 1s performed, the player object PO 1s turned
anticlockwise around the axis perpendicular to the virtual
reference plane. When a touch operation of swiping leftward
on the touch panel 1s performed, the player object PO 1s
turned clockwise around the axis perpendicular to the virtual
reference plane. It should be noted that the angle by which
the player object PO 1s turned may be changed, depending
on the length across which a swipe operation 1s performed,
or the player object PO may be turned by a predetermined
angle each time a swipe operation 1s performed.

As described above, 1 this non-limiting example, by
performing a touch operation on the button 1mage B3 (see
FIGS. 7-9), which 1s displayed when the player object PO 1s
in the position-fixed state, a game image that 1s being
displayed on the display unit 35 can be stored as a still
image. When the player object PO 1s overlaid and displayed
in the position-fixed state, the player object PO 1s displayed
as 11 the player object PO were disposed and fixed in the real
space, and therefore, a still image that shows the player
object PO as 11 the player object PO existed 1n the real space
can be obtained. Therefore, the user can virtually experience
shooting of the player object PO using a camera in the real
space.

As 1llustrated 1n FI1G. 10, the above display control of the
player object PO can be implemented using a movement and
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a change 1n onientation of the virtual camera provided in the
virtual space. For example, the player object PO and the
virtual camera are disposed 1n the virtual space.

When the player object PO 1s not in the position-fixed
state and a plane has not been detected 1n the captured 1mage
(first state), the virtual camera and the player object PO are
disposed 1n the virtual space such that the player object PO
1s 1 the field-of-view range of the virtual camera. For
example, the player object PO 1s controlled such that the
player object PO continues to be disposed at a center of the
ficld-of-view range of the wvirtual camera, facing front
toward the virtual camera and maintaining a predetermined
distance from the virtual camera. The vertical direction of
the player object PO 1s set to correspond to the direction of
gravity 1n the virtual space. The vertical direction of the
virtual camera 1s set such that the direction of gravity acting
on the 1imaging unit 38 1n the real space corresponds to the
direction of gravity acting on the virtual camera in the virtual
space. Therefore, even when the imaging unit 38 1s moved
or turned 1n a horizontal plane 1n the real space, a relative
positional relationship or direction between the virtual cam-
era and the player object PO 1s not changed. When the
imaging unit 38 1s turned 1n a vertical plane 1n the real space,
the orientation of the virtual camera 1s changed 1n a manner
similar to that of the imaging unit 38, and the direction of the
virtual camera relative to the player object PO i1s changed
with the relative positional relationship therebetween main-
tained. It should be noted that in the first state, the relative
positional relationship and direction between the virtual
camera and the player object PO may be fixed. In that case,
the relative positional relationship and direction between the
virtual camera and the player object PO may be fixed such
that the shooting direction of the virtual camera 1s parallel to
the front direction of the player object PO.

When the player object PO 1s not 1n the position-fixed
state and a plane has been detected in the captured image
(second state), a virtual reference plane corresponding to
that plane 1s set in the virtual space. In addition, the shadow
object S 1s disposed 1n a predetermined range along the
virtual reference plane with the center of the shadow object
S located at the position where the direct downward direc-
tion of the player object PO (the vertical direction of the
virtual space) and the virtual reference plane intersect. In
such a virtual space, the virtual camera 1s moved 1n a manner
similar to that in which the imaging unit 38 1s moved 1n the
real space, and the orientation of the virtual camera 1s
changed 1n a manner similar to that in which the ornientation
(shooting state) of the imaging unit 38 1s changed 1n the real
space, and the player object PO 1s disposed 1n the field-of-
view range of the virtual camera with a predetermined
distance therebetween maintained (e.g., at the gaze point of
the virtual camera that 1s a predetermined distance away
from the virtual camera). The orientation of the player object
PO 1s controlled such that the vertical direction of the player
object PO corresponds to the direction of gravity of the
virtual space, and the virtual camera 1s disposed 1n front of
the player object PO.

As used here, that the orientation of the virtual camera 1s
changed 1n the virtual space 1n a manner similar to that 1n
which the onentation of the imaging unit 38 1s changed in
the real space means that the orientation of the wvirtual
camera 1n the virtual space i1s controlled such that when the
orientation of the imaging unit 38 1s changed in the real
space, the orientation of the virtual camera in the virtual
space 1s changed 1n the same direction and change amount
as those of a change in the orientation of the imaging unit 38.
As used herein, that the virtual camera 1s moved in the
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virtual space 1n a manner similar to that in which the
imaging unit 38 1s moved 1n the real space means that the
position of the virtual camera 1s controlled such that when
the position of the imaging unit 38 1s changed in the real
space, the position of the virtual camera 1n the virtual space
1s moved 1n the same direction 1n which the 1imaging unit 38
1s moved 1n the real space, and by the distance 1n the virtual
space that corresponds to the distance by which the imaging
unit 38 1s moved 1n the real space (1.e., when the position of
the 1imaging unit 38 1s moved by a first change amount in the
real space, the position of the virtual camera 1s changed by
a second change amount 1n the virtual space that 1s propor-
tional to the first change amount (the proportional ratio
varies depending on the scale ratio of the real space and the
virtual space)).

In the second state, when the distance between the player
object PO and the virtual reference plane 1s less than a
predetermined threshold, the player object PO 1s moved
such that the player object PO 1s disposed on and in contact
with the virtual reference plane. When the player object PO
1s disposed on the virtual reference plane, the player object
PO 1s allowed to be moved or turned while being maintained
in contact with the virtual reference plane unless the player
object PO 1s controlled to be moved at least the threshold
distance away from the virtual reference plane due to a
movement or a change in the orientation of the wvirtual
camera (e.g., the control 1s such that the gaze point located
a predetermined distance away from the virtual camera 1s
moved to a position that 1s at least the threshold distance
away from the virtual reference plane). When the player
object PO 1s controlled to be moved at least the threshold
distance away from the virtual reference plane due to a
movement or a change in the orientation of the wvirtual
camera, the player object PO 1s lifted to a position that 1s at
least the threshold distance above the virtual reference plane.
Thus, when the 1maging unit 38 1s moved or turned in a
horizontal plane 1n the real space, the relative positional
relationship between the virtual camera and the player object
PO 1s not changed. Meanwhile, when the imaging unit 38 1s
turned 1n a vertical plane in the real space, the ortentation of
the virtual camera 1n the virtual space 1s changed 1n a manner
similar to that 1n which the orientation of the 1imaging unit
38 1s changed, and the relative positional relationship
between the virtual camera and the player object PO 1s
changed. When the imaging unit 38 1s moved or turned 1n a
vertical plane 1n the real space, so that the player object PO
approaches the virtual reference plane (the plane detected 1n
the captured 1mage), the motion of the player object PO 1s
represented as 11 the player object PO were attracted by the
virtual reference plane.

When the player object PO 1s disposed on the virtual
reference plane in the second state, then 11 position fixation
1s performed on the player object PO (third state), the player
object PO and the shadow object S are fixed in the virtual
space. In this situation, the virtual camera 1s moved 1n the
virtual space 1n a manner similar to that in which the
imaging unit 38 1s moved in the real space, and the oren-
tation of the virtual camera 1s changed 1n the virtual space in
a manner similar to that 1n which the orientation (shooting
state) of the imaging umt 38 1s changed in the real space.
When the user’s operation of turning the player object PO (a
touch operation of swiping leftward or rightward on the
touch panel) 1s performed, the player object PO 1s turned
around the axis perpendicular to the virtual reference plane
in the direction corresponding to the operation direction and
by a change angle. When the operation of removing the
position-fixed state of the player object PO 1s performed, the
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state of the player object PO 1s returned to the first or second
state, depending on the presence or absence of a plane
detected 1n the captured 1image, and the position and orien-
tation control of the virtual camera and the player object PO
1s performed 1n the virtual space.

Although 1n the foregoing, the control of changing the
position and/or orientation of the virtual camera 1s per-
formed, the position and/or orientation of the player object
PO or the positions and/or orientations of both the virtual
camera and the player object PO may be changed such that
the relative positions or directions of the virtual camera and
the player object PO 1n the virtual space are changed 1n a
similar manner. In addition, although 1n the foregoing, the
position and/or orientation of the player object PO are
controlled to be changed, the position and/or orientation of
the virtual camera or the positions and/or orientations of
both the virtual camera and the player object PO may be
changed such that the relative positions or directions of the
virtual camera and the player object PO 1n the virtual space
are changed in a similar manner. Of course, the above-
described control of the positional relationship and direc-
tions of the virtual camera and the player object PO 1s not
particularly limited. Any control may be employed that can
change the relative positions and directions of the virtual
camera and the player object PO 1n the virtual space 1n a
similar manner.

Although in the foregoing, the position and/or orientation
of the wvirtual camera are controlled to be changed, the
position and/or orientation of the virtual reference plane or
the positions and/or orientations of both the virtual camera
and the virtual reference plane may be changed such that the
relative positions or directions of the virtual camera and the
virtual reference plane in the virtual space are changed 1n a
similar manner. Of course, the above-described control of
the positional relationship and directions of the wvirtual
camera and the virtual reference plane 1s not particularly
limited. Any control may be employed that can change the
relative positions and directions of the virtual camera and
the virtual reference plane 1n the virtual space 1n a similar
mannet.

In this non-limiting example, the position fixation of the
player object PO may be allowed even when the player
object PO 1s not disposed on the virtual reference plane or
when a plane has not been detected in the captured 1mage.
For example, as illustrated 1n FIG. 11, if, when the player
object PO 1s not disposed on the virtual reference plane, the
user’s operation for position fixation 1s performed, the
player object PO 1s overlaid and displayed on the captured
image with the player object PO fixed to that position, 1.e.,
a position away from the virtual reference plane. As a result,
the player object PO 1s displayed, being fixed to a position
in the real space corresponding to the position in the virtual
space. Thus, an 1image 1s displayed in which the player object
PO 1s fixed to a position 1n the real space that 1s away from
the plane detected 1n the captured image.

For example, 1f, when the player object PO 1s not disposed
on the virtual reference plane after a plane has been detected
in the captured image, the user’s operation for position
fixation of the player object PO i1s performed, the shadow
object S (the dashed-line region illustrated in FIG. 11)
disposed on the wvirtual reference plane 1s moved to a
position where the shadow object S 1s 1n contact with a lower
surface of the player object PO (the position of the shadow
object S illustrated 1n FIG. 11), and the player object PO 1s
displayed in the position-fixed state. When the player object
PO 1s 1n the position-fixed state at a position away from the
virtual reference plane and 1s overlaid and displayed on the
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captured 1mage, the player object PO 1s displayed on the
display unit 35, giving an appearance 1n association with the
position and orientation (shooting state) of the imaging unit
38 1n the real space. For example, as 1n the state that the
player object PO 1s disposed on the virtual reference plane,
when the position of the imaging unit 38 i1s changed 1n the
real space, the player object PO 1s displayed such that the
position from which the player object PO 1s viewed 1s
changed by a change amount corresponding to the change 1n
the position of the imaging unit 38. In addition, when the
shooting direction of the imaging unit 38 (the orientation of
the 1maging unit 38) 1s changed, the player object PO 1s
displayed such that the angle at which the player object PO
1s viewed 1s changed by the same change 1n angle that the
direction 1n which the player object PO 1s viewed 1s
changed. As a result, even when the player object PO 1s 1n
the position-fixed state at a position away from the virtual
reference plane, then 11 the position or ornentation of the
imaging unit 38 1n the real space 1s changed, an overlay
image that shows the player object PO as 11 the player object
PO were disposed at and fixed to that position 1n the real
space can be displayed on the display unit 35.

It should be noted that even when the player object PO 1s
in the position-fixed state while the player object PO 1s not
disposed on the virtual reference plane, the player object PO
may be displayed 1n different display forms betore and after
the position fixation. In addition, even when the player
object PO 1s i the position-fixed state while the player
object PO 1s not disposed on the virtual reference plane, the
player object PO may be allowed to be turned around the
axis perpendicular to the virtual reference plane according to
the user’s operation.

Such position fixation of the player object PO no longer
requires the virtual reference plane, and therefore, may also
be allowed even when a plane may not have been detected
in the captured image. In that situation, a plane has not been
detected 1n the captured image, and the shadow object S has
yet to be set, and therefore, the shadow object S may not be
displayed in the overlay image.

The player object PO may also be displayed in different
display forms betfore and after a plane has been detected 1n
the captured image, or depending on whether or not the
player object PO 1s disposed on the virtual reference plane.
For example, as illustrated in FIG. 12, the player object PO
may be caused to perform an action such as vertically
stretching the body and fluttering the legs, before a plane has
been detected in the captured image or when a plane has
been detected 1n the captured image and the player object PO
1s not disposed on the virtual reference plane. In that case,
as 1llustrated in FIGS. 5 and 6, after a plane has been
detected 1n the captured 1image or when the player object PO
1s disposed on the virtual reference plane, the player object
PO may be displayed such that the player object PO 1s sitting
down without fluttering the legs. Thus, by causing the player
object PO to take different motions or poses belore and after
the detection of a plane or depending on whether or not the
player object PO 1s disposed on the virtual reference plane,
the user can be notified that a plane has not been detected or
that the player object PO 1s not disposed on a plane, and the
reality of an 1image indicating that situation can be improved.

The action of the player object PO that 1s performed when
the player object PO 1s overlaid and displayed on the
captured 1mage may be able to be changed according to the
user’s operation. For example, the action of the player object
PO may be changed, according to the user’s operation of
selecting one from the actions that can be taken by the player
object PO, and overlaid and displayed on the captured
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image. Examples of the optional actions that can be taken by
the player object PO may include changes i pose, changes
in motion, and changes 1n facial expression, such as joy,
anger, sorrow, and pleasure. The action of the player object
PO may be allowed to be changed in a particular state. For
example, the action of the player object PO may be allowed
to be changed according to the user’s operation only when
the player object PO 1s 1n the position-fixed state.

Although 1n the foregoing non-limiting examples, the
information processing apparatus 3 including the display
unit 35 and the imaging unit 38 1s used, a display unit for
displaying an overlay image and/or an imaging umt for
obtaining a captured image may be provided external to an
apparatus having the control unit 31.

Thus, 1n this non-limiting example, even belfore a plane
has been first detected 1n a captured image of the real space
since the start of a game process, the player object PO can
be overlaid and displayed on the captured image. Therelore,
the response time that 1t takes to overlay and display the
player object PO can be reduced. In addition, in this non-
limiting example, even before such a plane has been first
detected since the start of a game process, the player object
PO can be displayed such that the player object PO 1s 1n the
position-fixed state 1n the captured image. Therefore, the
response time that 1t takes to perform position fixation on the
player object PO 1n the captured image and display the
player object PO can be reduced.

Although 1n the foregoing non-limiting examples, the
player object PO 1s overlaid and displayed on the captured
image, 1images ol other virtual objects may be overlaid and
displayed on the captured image. Examples of other virtual
objects may include non-player objects, furniture, fitments,
instruments, and vehicles.

Next, processes performed in the information processing
apparatus 3 will be described in detail. Firstly, main data
used 1n processes performed 1n the mmformation processing
apparatus 3 will be described with reference to FIG. 13. It
should be noted that FIG. 13 1s a diagram 1illustrating a
non-limiting example of main data and programs stored in
the storage unit 32 of the information processing apparatus
3.

As 1llustrated 1n FIG. 13, the storage umt 32 stores, 1n a
data storage area, operation data Da, captured image data
Db, virtual reference plane data Dc, player object data Dd,
shadow object data De, virtual camera data D1, virtual space
image data Dg, overlay image data Dh, position fixation flag
data D1, image data Dy, and the like. It should be noted that
the storage unit 32 stores, 1n addition to the data of FIG. 13,
data required 1n processes such as data used 1n an executed
application. The storage unit 32 also stores, in a program
storage area, various programs Pa including an information
processing program (game program), etc.

The operation data Da indicates operation information
about the user’s operation on the information processing
apparatus 3. For example, operation data indicating an
operation performed on the mput unit 34 including the touch
panel 1s acquired at time intervals that are the unit process
time (e.g., Y60 sec) of the information processing apparatus
3, and 1s stored 1n the operation data Da, 1.e., the operation
data Da 1s updated 1n response to the acquisition of that
operation data. In addition, operation data detected by the
inertial sensor 37 when the information processing apparatus
3 (display unit 35) 1s operated 1s acquired at time intervals
which are the unit processing time of the information
processing apparatus 3, and 1s stored 1n the operation data
Da, 1.e., the operation data Da 1s updated 1n response to the
acquisition of that operation data. It should be noted that the
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operation data Da includes, 1n addition to data indicating the
most recent input entered by the user’s operation using the
input unit 34, at least a history of the user’s mputs until a
predetermined period of time before (e.g., a history of touch
positions where a touch operation was performed on the
touch panel).

The captured image data Db indicates a captured image of
the real space acquired by the imaging unit 38. It should be
noted that the captured image data Db 1s updated with a
captured 1mage acquired by the imaging unit 38 at regular
intervals, which may be equal to or shorter than the unit
process time (e.g., Y60 seconds) of the information process-
ing apparatus 3. In the case where the process interval of the
information processing apparatus 3 1s shorter than the update
interval of the captured image data Db, the captured image
data Db may be updated, as appropriate, independently of
the process described below. In that case, 1n the step of
acquiring a captured image described below, processing may
be inevitably performed using the most recent captured
image indicated by the captured image data Db.

The virtual reference plane data Dc indicates a virtual
reference plane set in the virtual space.

The player object data Dd indicates the position, orien-
tation, motion, display form, etc., of the player object PO.
The shadow object data De indicates the position, shape,
display form, etc., of the shadow object S.

The virtual camera data Df indicates the position, orien-
tation, etc., of the virtual camera.

The virtual space 1mage data Dg indicates an image of the
virtual space as viewed from the virtual camera. The overlay
image data Dh indicates an overlay image generated by
overlaying a virtual space 1mage on a captured 1mage.

The position fixation flag data D1 indicates a position
fixation flag that 1s set “on” when the player object PO 1s 1n
the position-fixed state.

The image data Dy 1s for displaying a virtual space image
(e.g., an 1mage of the player object PO, an image of the
shadow object S, etc.) on the display unit 35.

Next, processes performed 1n the information processing
apparatus 3 will be described 1n detail with reference to
FIGS. 14-17. It should be noted that FIG. 14 1s a flowchart
illustrating a non-limiting example of a process that is
executed 1n the information processing apparatus 3. FIG. 15
1s a subroutine illustrating a detailed non-limiting example
of a first image generation process in step S108 of FIG. 14.
FIG. 16 1s a subroutine showing a detailed non-limiting
example of a second 1mage generation process 1n step S109
of FIG. 14. FIG. 17 1s a subroutine showing a detailed
non-limiting example of a third image generation process in
step S110 of FI1G. 14. Here, 1n the flowcharts of FIGS. 14-17,
game processes involved 1n the display control of the player
object PO, of the processes of the information processing
system 1, will be mainly described as a non-limiting
example, and the other processes that are not directly
involved with these processes will not be described 1n detail.
In FIGS. 14-17, each step executed by the control umt 31 1s
abbreviated to “S.”

In this non-limiting example, processes shown in FIGS.
14-17 are performed by the control unit 31 (CPU) executing
a game program, etc., stored in the program storage unit 33.
It should be noted that the processes of FIGS. 14-17 are
started with any appropriate timing. At this time, all or a
portion of the game program 1s read from the storage unit 32
with appropriate timing, and 1s executed by the control unit
31. Thus, the processes of FIGS. 14-17 are started. It should
be noted that the game program 1s assumed to be previously
stored 1n the program storage unit 33. In another non-
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limiting example, the game program may be acquired from
a storage medium removably attached to the information
processing apparatus 3, and stored into the storage unit 32,
or may be acquired from another apparatus through a
network, such as the Internet, and stored 1nto the storage unit
32.

The steps of the flowcharts of FIGS. 14-17 are merely
illustrative. The order 1n which the steps are performed may
be changed, and another step may be executed 1n addition to
or instead of each step, 1 a similar result 1s acquired.
Although 1n this non-limiting example, 1t 1s assumed that
cach step of the flowcharts 1s executed by the control unit 31,
all or a portion of the steps of the flowcharts may be
executed by another processor or a dedicated circuit instead
of the CPU of the control unit 31.

In FIG. 14, the control unit 31 sets initial settings (step
S101), and proceeds to the next step. For example, the
control unit 31 initially sets parameters for use in the
subsequent steps. For example, the control unit 31 sets a
player object PO that 1s to be overlaid and displayed on a
captured 1mage, mitially sets the motion and display form of
the player object PO, and updates the player object data Dd.

Next, the control unit 31 acquires operation data from the
input unit 34 and the 1nertial sensor 37, and updates the most
recent data of the operation data Da and the history of the
operation data (step S102), and proceeds to the next step.

Next, the control unit 31 acquires a captured 1mage (step
S103), and proceeds to the next step. For example, the
control unit 31 updates the captured 1mage data Db with data
indicating the captured image acquired by the imaging unit
38.

Next, the control unit 31 performs the process of detecting
a plane 1n the captured 1image (step S104), and proceeds to
the next step. For example, the control unit 31 detects a
plane 1n the captured image acquired in step S103, using an
existing plane detection function.

Next, the control unit 31 performs a position fixation
setting process (step S105), and proceeds to the next step.
For example, the control unit 31 refers to the operation data
acquired 1n step S102, and 1f the user has performed an
operation of putting the player object PO into the position-
fixed state has been performed, sets the position fixation flag
“on” and updates the position fixation flag data Di. IT the
user has performed an operation of removing the position-
fixed state of the player object PO, the control unit 31 sets
the position fixation flag “off” and updates the position
fixation tlag data Dia.

Next, the control unit 31 determines whether or not the
player object PO 1s 1n the position-fixed state (step S106).
For example, 11 the position fixation flag indicated by the
position {ixation tlag data D1 1s on, the result of the deter-
mination by the control unit 31 1n step S106 15 positive. IT
the player object PO 1s not 1n the position-fixed state, the
control unit 31 proceeds to step S107. Otherwise, 1.¢., 11 the
player object PO 1s in the position-fixed state, the control
umt 31 proceeds to step S110.

In step S107, the control unit 31 determines whether or
not a plane has been detected 1n the captured image. For
example, 11, 1n step S104, a plane has been detected 1n the
captured i1mage, the result of the determination by the
control unit 31 1 step S107 1s positive. IT a plane has not
been detected 1n the captured image, the control unit 31
proceeds to step S108. Otherwise, 1.e., if a plane has been
detected 1n the captured image, the control unit 31 proceeds
to step 5109.

In step S108, the control umt 31 performs a first 1mage
generation process, and proceeds to step S111. The first
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image generation process, which 1s performed 1n step S108,
will be described with reference to FIG. 15 below.

In FI1G. 15, the control unit 31 sets a virtual camera in the
virtual space (step S121), and proceeds to the next step. For
example, the control unit 31 sets the position of a virtual
camera for generating a display image to a predetermined
position (1nitial position) 1n the virtual space. The control
unit 31 also sets the orientation of the virtual camera, based
on data that has been acquired from the inertial sensor 37
and 1s stored 1n the operation data Da, such that the direction
of gravity acting on the imaging unit 38 (information
processing apparatus 3) in the real space corresponds to the
direction of gravity acting on the virtual camera 1n the virtual
space, and updates the virtual camera data Df.

Next, the control unit 31 sets the player object PO 1n the
virtual space (step S122), and proceeds to the next step. For
example, the control unit 31 sets the position of the player
object PO to a center of the field-of-view range that 1s a
predetermined distance away from the virtual camera in the
virtual space. The control unit 31 also sets the orientation of
the player object PO such that the vertical direction of the
player object PO in the virtual space corresponds to the
direction of gravity of the virtual space, and the player object
PO faces front toward the virtual camera. The control unit 31
also sets the display form of the player object PO to one that
indicates that the player object PO 1s not 1n the position-fixed
state (e.g., the display form in which the label 1image M 1s
attached to the player object PO), and updates the player
object data Dd.

Next, the control unit 31 performs an 1mage overlaying
process (step S123), and ends the subroutine. For example,
the control umt 31 generates an 1mage (virtual space image)
of the virtual space as viewed from the virtual camera, and
updates the virtual space image data Dg with data indicating,
the virtual space image. The control unit 31 also generates
an overlay image in which the virtual space image 1indicated
by the virtual space image data Dg 1s overlaid on the
captured image indicated by the captured image data Db,
and updates the overlay image data Dh with data indicating
the overlay image.

Referring back to FIG. 14, if the result of the determina-
tion 1n step S107 1s positive, the control unit 31 performs a
second 1mage generation process (step S109), and proceeds
to step S111. The second i1mage generation process per-
formed 1n step S109 will be described with reference to FIG.
16 below.

In FI1G. 16, the control unit 31 sets a virtual camera in the
virtual space (step S131), and proceeds to the next step. For
example, the control unit 31 changes the position and
orientation of the virtual camera in the virtual space which
are indicated by the virtual camera data Di, based on data
that has been acquired from the inertial sensor 37 and 1s
stored 1n the operation data Da, such that the changed
position and orientation of the virtual camera correspond to
the motion (a movement and a change 1n orientation) of the
imaging unit 38 (information processing apparatus 3) in the
real space, and updates the virtual camera data Df with the
changed position and orientation.

Next, the control unit 31 performs a process of setting a
virtual reference plane 1n the virtual space (step S132), and
proceeds to the next step. The control unit 31 sets a virtual
reference plane in the virtual space such that the virtual
reference plane coincides with the plane detected 1n step
S104 1n the overlay image. For example, the control unit 31
sets the virtual reference plane 1n the virtual space such that
the position and orientation of the virtual reference plane in
the virtual space image as viewed from the virtual camera set

5

10

15

20

25

30

35

40

45

50

55

60

65

20

in step S131 (1.e., an 1image of the virtual space overlaid on
the captured 1mage) correspond to the position and orienta-
tion of the plane in the captured image when the virtual
space 1mage 1s overlaid on the captured image, and updates
the virtual reference plane data Dc with data indicating the
virtual reference plane. Thus, the virtual reference plane set
in the virtual space corresponds to the plane detected in the
captured 1mage, in the overlay image (combination 1mage)
in which the virtual reference plane 1s overlaid on the
captured 1mage.

Next, the control unit 31 sets the player object PO 1n the
virtual space (step S133), and proceeds to the next step. For
example, the control unit 31 sets the position of the player
object PO to a center of the field-of-view range that 1s a
predetermined distance away from the virtual camera in the
virtual space. It should be noted that in this non-limiting
example, the player object PO 1s not disposed 1n a space
directly below the wvirtual reference plane in the wvirtual
space. Therefore, when the position of the player object PO
1s 1n that space, the control unit 31 sets the position of the
player object PO to a position on the virtual reference plane
which 1s directly above that position and at which the player
object PO 1s 1n contact with the virtual reference plane. The
control unit 31 also sets the orientation of the player object
PO such that, 1n the virtual space, the vertical direction of the
player object PO corresponds to the direction of gravity in
the virtual space, and the player object PO faces front toward
the virtual camera. The control unit 31 also sets the display
form of the player object PO to one that indicates that the
player object PO 1s not in the position-fixed state (e.g., the
display form in which the label 1image M 1s attached to the
player object PO), and updates the player object data Dd.

Next, the control unit 31 sets a shadow object S 1n the
virtual space (step S134), and proceeds to the next step. For
example, the control unit 31 attaches the shadow object S
indicating the shadow of the player object PO, along the
virtual reference plane, to a position on the virtual reference
plane which 1s directly below the player object PO, 1n the
virtual space, and updates the shadow object data De with
data indicating the shadow object S.

Next, the control unit 31 determines whether or not the
distance between the player object PO and the wvirtual
reference plane in the virtual space 1s less than a predeter-
mined threshold (step S135). If the distance between the
player object PO and the virtual reference plane 1s less than
the predetermined threshold, the control unit 31 proceeds to
step S136. Otherwise, 1.¢., 1f the distance between the player
object PO and the virtual reference plane 1s more than or
equal to the predetermined threshold, the control unit 31
proceeds to step S137.

In step S136, the control unit 31 sets the position of the
player object PO on the virtual reference plane, and proceeds
to step S137. For example, the control unit 31 moves the
position of the player object PO in the vertical direction of
the virtual space so as to dispose the player object PO at a
position where the player object PO 1s on and 1n contact with
the virtual reference plane, and updates the player object
data Dd with that position.

In step S137, the control unit 31 performs an 1mage
overlaying process, and ends the subroutine. It should be
noted that the image overlaying process i step S137 1s
similar to that 1n step S123, and will not herein described 1n
detail.

Referring back to FIG. 14, 11 the result of the determina-
tion 1n step S106 1s positive, the control unit 31 performs a
third 1image generation process (step S110), and proceeds to
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step S111. The third image generation process performed 1n
step S110 will be described below with reference to FIG. 17.

In FIG. 17, the control unit 31 sets the player object PO
in the virtual space (step S141), and proceeds to the next
step. For example, the control unit 31 maintains the current
position of the player object PO in the virtual space. The
control unit 31 also refers to data that has been acquired
from the mput unit 34 and 1s stored 1n the operation data Da.
If data indicates that the user’s operation of turning the
player object PO around the axis perpendicular to the virtual
reference plane has been performed, the control unit 31 sets
the orientation of the player object PO by turning the player
object PO by the angle corresponding to the user’s opera-
tion. The control unit 31 also sets the display form of the
player object PO to one that indicates the position-fixed state
(e.g., a display form that does not have the label 1mage M),
and updates the player object data Dd.

Next, the control unit 31 determines whether or not a
plane has been detected 1n the captured 1mage (step S142).
For example, 11, 1n step S104, a plane has been detected 1n
the captured image, the result of the determination by the
control unit 31 1n step S142 1s positive. IT a plane has been
detected 1n the captured image, the control unit 31 proceeds
to step S143. Otherwise, 1.¢., 1f a plane has not been detected
in the captured 1mage, the control unit 31 proceeds to step
S145.

In step S143, the control unit performs a process of setting,
a virtual reference plane 1n the virtual space, and proceeds
to the next step. It should be noted that step S143 1s similar
to step S132, and will not herein be described 1n detail.

Next, the control unit 31 sets a shadow object S 1n the
virtual space (step S144), and proceeds to step S145. For
example, the control unit 31 attaches the shadow object S
indicating the shadow of the player object PO, along the
virtual reference plane, to a position on the virtual reference
plane which 1s directly below the player object PO, 1n the
virtual space, and updates the shadow object data De with
data indicating the shadow object S.

In step S1435, the control unit 31 sets a virtual camera in
ne virtual space, and proceeds to the next step. For example,
ne control unit 31 changes the position and orientation of
he virtual camera 1n the virtual space which are indicated by
he virtual camera data Di, based on data that has been
acquired from the inertial sensor 37 and 1s stored in the
operation data Da, such that the changed position and
orientation of the virtual camera correspond to the motion (a
movement and a change in orientation) of the imaging unit
38 (information processing apparatus 3) in the real space,
and updates the virtual camera data DI with the changed
position and orientation.

Next, the control unit 31 performs an 1mage overlaying
process (step S146), and proceeds to the next step. It should
be noted that the 1image overlaying process 1n step S146 1s
similar to that i step S123, and will not herein described 1n
detaul.

Next, the control unit 31 determines whether or not to
acquire a still image (step S147). For example, if the control
unit 31 determines that the user’s operation of acquiring a
still image has been performed, based on data that has been
acquired from the mnput unit 34 and 1s stored 1n the operation
data Da, the result of the determination i step S147 1is
positive. If the control unit 31 determines to acquire a still
image, the control unit 31 proceeds to step S148. Otherwise,
1.¢., i the control unit 31 does not determine to acquire a still
image, the control unit 31 ends the subroutine.

In step S148, the control unit 31 performs a process of
acquiring a still image, and ends the subroutine. For
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example, the control unit 31 temporarily converts an 1image
being displayed on the display unit 35, 1.e., the overlay
image indicated by the overlay 1mage data Dh, mnto a still
image, and displays the still image on the display unit 35,
and stores the still image 1nto the storage unit 32.

Referring back to FIG. 14, 1n step S111, the control unit
31 performs a display control process of generating and
displaying a display image on the display umt 335, and
proceeds to the next step. For example, the control unit 31
adds an operation button 1image corresponding to the current
state to the overlay image indicated by the overlay image
data Dh to generate a display image, and displays the display
image on the display unit 35.

Next, the control unit 31 determines whether or not to end
the game process (step S112). A condition under which the
game process 1s ended 1s, for example, that a condition for
ending the game process 1s satisfied, that an operation for
ending the game process has been performed by the user, etc.
If the control unit 31 continues the game process, the control
unit 31 returns to and repeats step S102. It the control umit
31 ends the game process, the control unit 31 ends the
process of the flowchart.

Thus, 1n the information processing apparatus 3 perform-
ing the above-mentioned game process, even before a plane
has not been detected 1n a captured 1mage of the real space,
the player object PO can be overlaid and displayed on the
captured 1mage. Therefore, the response time that 1t takes to
overlay and display the player object PO can be reduced.

Although 1n the above non-limiting example, the touch
panel covering the display screen of the display unit 35 1s
used as a non-limiting example of the input unmit 34 for
detecting a touch operation, other devices such as a touch
pad may be used. As a non-limiting example, 1n the case
where a game system 1s used in which an operation 1s
performed using a separate controller while viewing a game
image displayed on a stationary monitor, a touch operation
may be performed using a touch pad included 1n the con-
troller.

Although 1n the foregoing, the player object PO 1s over-
laid and displayed using a plane detected 1n a captured 1mage
of the real space, another characteristic portion may be
detected 1n the captured image, and the player object PO
may be overlaid and displayed based on that characteristic
portion. For example, a predetermined marker placed in the
real space (e.g., a marker placed on a plane) may be an
object to be shot, and the marker may be detected 1n the
captured 1mage by performing image processing, such as
pattern matching, on the captured image. In that case, the
position of a player object PO to be overlaid on the captured
image 1s controlled with reference to the marker such that,
as a non-limiting example, the player object PO 1s overlaid
and displayed so as to be disposed on the marker, or is
overlaid and displayed at a position away from the marker
with reference to the position of the marker. In this non-
limiting example, even when the player object PO 1s dis-
played using the detected marker, the player object PO can
be overlaid and displayed on the captured image before the
marker has been detected 1n the captured image. It should be
noted that the player object may be overlaid and displayed
in a manner depending on the type of the marker detected 1n
the captured image. The display direction of the player
object may be controlled according to the direction of the
marker.

In this non-limiting example, a plurality of planes may be
detected 1n a single captured image. The plurality of planes
may have the same or different heights and may have other
shapes 1n addition to a rectangular shape 1n the real space.
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In any case, 1n this non-limiting example, a virtual reference
plane 1s set 1n the virtual space for each detected plane, and
the player object PO can be disposed on any plane and
overlaid and displayed. Planes detected in the captured
image may include not only a horizontal plane but also
sloped planes and vertical planes 1n the real space. No matter
what kind of plane has been detected, the player object PO
can be disposed along the plane by setting a virtual reference
plane corresponding to the slope of the plane 1n the virtual
space. Other three-dimensional shapes, letters, and the like
may be detected as a characteristic portion 1n the captured
image, and the player object PO may be overlaid and
displayed based on the three-dimensional shapes, letters, or
the like.

In the foregoing, a virtual object indicating the virtual
reference plane 1n the virtual space 1s not set, and therefore,
a virtual object corresponding to the plane 1s not displayed
in an overlay image in which the virtual space image 1s
overlaid. Although 1n this non-limiting example, the user can
be notified of the position of the detected plane in the
overlay image, by disposing the shadow object S on the
virtual reference plane, a plane object indicating the entire
virtual reference plane may be set and overlaid and dis-
played. In that case, a plane object indicating the entire plane
detected 1n the captured image 1s overlaid and displayed.

The motion and orientation of the imaging unit 38 (infor-
mation processing apparatus 3) may be calculated by any
suitable technique. The imaging unit 38 (information pro-
cessing apparatus 3) may be provided with a magnetic
sensor or a gravity sensor as a sensor for calculating the
motion and orientation of the imaging unit 38. In another
non-limiting example, another apparatus may capture an
image ol the information processing apparatus 3 using an
imaging device (e.g., a camera attached to a ceiling), and the
captured 1mage may be used to calculate the motion and
orientation of the information processing apparatus 3.

Although the information processing system 1 includes
the server 200 that can communicate with the information
processing apparatus 3, the information processing appara-
tus 3 may perform the game process alone without connect-
ing to the server 200. In particular, a racing game in which
the user operates the player object PO can be executed
without through the server 200, and therefore, can be carried
out by an internal process of the information processing
apparatus 3. In addition, even 1n a racing game 1n which a
plurality of information processing apparatuses 3 partici-
pate, the game process may be carried out by communica-
tion between the information processing apparatuses 3 or
between the information processing apparatuses 3 and other
apparatuses without through the server 200. A portion of the
process of performing a racing game according to the user’s
operation of the player object PO may be executed by the
server 200. As a result, processes 1n a plurality of informa-
tion processing apparatuses 3 can be managed by the server
200 1n a centralized fashion.

In the foregoing, the information processes are performed
in the information processing apparatus 3. Alternatively, at
least a portion of the steps in the processes may be per-
formed 1n another apparatus. For example, steps in the
processes may be executed 1n cooperation with the server
200 or another apparatus (e.g., another server, another game
apparatus, or another mobile terminal) that can communi-
cate with the information processing apparatus 3. Thus,
processes similar to the above processes can be performed
by the server 200 or another apparatus performing a portion
of the steps 1n the processes. The above processes may be
executed by a single processor or a plurality of cooperating
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processors included i1n an information processing system
including at least one information processing apparatus. In
the above non-limiting example, the processes shown 1n the
flowcharts are performed by the control umit 31 of the
information processing apparatus 3 executing a predeter-
mined program. Alternatively, all or a portion of the above
processes may be performed by a dedicated circuit included
in the mmformation processing apparatus 3.

Here, according to the above non-limiting variation, this
non-limiting example can be implanted 1n a so-called cloud
computing system form or distributed wide-area or local-
area network system form. For example, 1n the distributed
local-area network system, the above processes can be
executed by cooperation between a stationary information
processing apparatus (stationary game apparatus) and a
mobile information processing apparatus (handheld game
apparatus). It should be noted that, in these system forms,
cach of the above steps may be performed by any suitable
one of the apparatuses, and this non-limiting example may
be implemented by assigning the steps to the apparatuses in
any suitable manner.

The order of steps, setting values, conditions for deter-
mination, etc., used in the above information process are
merely for illustrative purposes, and other order of steps,
setting values, conditions for determination, etc., may be
used to implement this non-limiting example.

The above information processing program may be sup-
plied to the information processing apparatus 3 not only
through an external storage medium, such as an external
memory, but also through a wired or wireless communica-
tion line. The program may be previously stored in a
non-volatile storage device in the information processing
apparatus 3. Examples of an information storage medium
storing the program may 1nclude non-volatile memories, and
in addition, CD-ROMs, DVDs, optical disk-shaped storage
media similar thereto, flexible disks, hard disks, magneto-
optical disks, and magnetic tapes. The information storage
medium storing the program may be a volatile memory
storing the program. Such a storage medium may be said as
a storage medium that can be read by a computer, etc.
(computer-readable storage medium, etc.). For example, the
above various functions can be provided by causing a
computer, etc., to read and execute programs from these
storage media.

While several non-limiting example systems, methods,
devices, and apparatuses have been described above 1n
detail, the foregoing description 1s 1n all aspects illustrative
and not restrictive. It should be understood that numerous
other modifications and varniations can be devised without
departing from the spirit and scope of the appended claims.
It 1s, therefore, intended that the scope of the present
technology 1s limited only by the appended claims and
equivalents thereof. It should be understood that those
skilled 1n the art could carry out the literal and equivalent
scope of the appended claims based on the description of this
non-limiting example embodiment and common technical
knowledge. It should be understood throughout the present
specification that expression of a singular form includes the
concept of their plurality unless otherwise mentioned. Spe-
cifically, articles or adjectives for a singular form (e.g., “a,”
“an,” “the,” etc., mn English) include the concept of their
plurality unless otherwise mentioned. It should also be
understood that the terms as used herein have definitions
typically used 1n the art unless otherwise mentioned. Thus,
unless otherwise defined, all scientific and technical terms
have the same meanings as those generally used by those
skilled 1n the art to which this non-limiting example embodi-
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ment pertain. If there 1s any inconsistency or contlict, the
present specification (1including the definitions) shall prevaail.

As described above, this non-limiting example 1s useful
for, for example, information processing programs, inifor-
mation processing apparatuses, mformation processing sys- 3
tems, and iformation processing methods, etc., for the
purpose of, for example, allowing reduction of the response
time that 1t takes to overlay and display a virtual object on
a captured 1mage of a real space.

What 1s claimed 1s: 10

1. A non-transitory computer-readable storage medium
having stored therein instructions that, when executed by a
computer of an information processing apparatus, cause the
information processing apparatus to perform operations
comprising: 15

detecting a shooting state including a position and an

orientation of an 1maging device that generates a cap-
tured 1mage of a real space at update intervals;

first updating a position and an orientation of at least one

of a virtual reference plane and a virtual camera 1n a 20
virtual space, based on detection of a characteristic
portion 1n the captured 1mage;

second updating a position and an orientation of at least

one of a virtual object and the virtual camera 1n the

virtual space, based on the shooting state; 25
generating an overlay image in which an image of the

virtual object as viewed from the virtual camera 1is

overlaid on the captured image, when the virtual object

1s 1n a field-of-view range of the virtual camera; and

outputting the overlay image to a display device, 30
wherein

the second updating includes

controlling the position and orientation of at least one
of the virtual camera and the virtual object such that
the virtual object 1s 1n the field-of-view range of the 35
virtual camera, before the detection of the charac-
teristic portion,

updating the position of at least one of the wvirtual
object, the virtual reference plane, and the virtual
camera such that the wvirtual object 1s along the 40
virtual reference plane, based on the shooting state,
aiter the detection of the characteristic portion, and

updating the position and orientation of at least one of
the virtual object, the virtual reference plane, and the
virtual camera such that an appearance of the virtual 45
object as viewed from the virtual camera based on
relative orientations and relative positions of the
virtual camera and the virtual object 1s 1n association
with the shooting state, no matter whether or not the
characteristic portion has been detected, when a 50
position fixation condition 1s satisiied.

2. The non-transitory computer-readable storage medium
according to claim 1, wherein

the first updating includes updating the position and

orientation of at least one of the virtual reference plane 55
and the virtual camera, based on the detection of the
characteristic portion indicating a plane in the real
space 1n the captured image, such that a position and an
orientation of the plane correspond to the position and
orientation of the virtual reference plane 1n the overlay 60
image.

3. The non-transitory computer-readable storage medium
according to claim 1, wherein

the second updating includes updating the orientation of

at least one of the virtual object and the virtual camera, 65
according to the orientation of the imaging device,
betore the detection of the characteristic portion.
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4. The non-transitory computer-readable storage medium
according to claim 1, wherein
the second updating 1includes disposing a shadow object
indicating a shadow of the virtual object on the virtual
reference plane, after the detection of the characteristic
portion.
5. The non-transitory computer-readable storage medium
according to claim 1, wherein
the second updating includes, when the position fixation
condition 1s satisiied, updating the position of at least
one of the virtual object and the virtual camera, 1n
response to changing of the position of the imaging
device by a first change amount, such that relative
positions of the virtual camera and the virtual object are
changed by a second change amount proportional to the
first change amount, no matter whether or not the
characteristic portion has been detected.
6. The non-transitory computer-readable storage medium
according to claim 1, wherein
the second updating includes, when the position fixation
condition 1s satisfied, updating the orientation of at
least one of the virtual object and the virtual camera, 1n
response to changing of the orientation of the imaging
device by a third change amount, such that a relative
direction between a direction of the ornientation of the
virtual camera and a direction from the virtual camera
to the virtual object 1s changed by a third change
amount, no matter whether or not the characteristic
portion has been detected.
7. The non-transitory computer-readable storage medium
according to claim 1, wherein
in the second updating, display forms of the virtual object
before and after the position fixation condition 1s sat-
isfied are diflerent from each other.
8. The non-transitory computer-readable storage medium
according to claim 1, wherein
in the second updating, display forms of the virtual object
before and after the detection of the characteristic
portion are diflerent from each other.
9. The non-transitory computer-readable storage medium
according to claim 1, wherein
the instructions cause the computer to perform further
operations comprising;
changing an action of the virtual object according to a
first 1nstruction input of a user.
10. The non-transitory computer-readable storage
medium according to claim 1, wherein
the second updating includes turning the virtual object
around an axis perpendicular to the virtual reference
plane, or turming the virtual camera around an axis
passing through the position of the virtual object and
extending perpendicularly to the wvirtual reference
plane, according to a second instruction input of a user,
after the position fixation condition 1s satisfied.
11. The non-transitory computer-readable storage
medium according to claim 1, wherein
the first updating includes updating the position and
orientation of the virtual camera, based on the detection
of the characteristic portion 1n the captured 1mage, and
the second updating includes, when the position fixation
condition 1s satisfied, updating the position and orien-
tation of the virtual camera such that the position and
orientation of the virtual camera are in association with
the shooting state, no matter whether or not the char-
acteristic portion has been detected.
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12. An information processing apparatus comprising a
computer configured to control the information processing
apparatus to at least:

detect a shooting state including a position and an orien-
tation of an 1maging device that generates a captured
image ol a real space at update intervals;

first update a position and an orientation of at least one of
a virtual reference plane and a virtual camera 1n a
virtual space, based on detection of a characteristic
portion 1n the captured 1mage;

second update a position and an orientation of at least one
of a virtual object and the virtual camera 1n the virtual
space, based on the shooting state;

generate an overlay 1mage in which an image of the
virtual object as viewed from the virtual camera 1s
overlaid on the captured image, when the virtual object
1s 1n a field-of-view range of the virtual camera; and

output the overlay image to a display device,
wherein
the second updating includes

controlling the position and orientation of at least one
of the virtual camera and the virtual object such that
the virtual object 1s 1n the field-of-view range of the
virtual camera, before the detection of the charac-
teristic portion,

updating the position of at least one of the wvirtual
object, the virtual reference plane, and the virtual
camera such that the wvirtual object 1s along the
virtual reference plane, based on the shooting state,
aiter the detection of the characteristic portion, and

updating the position and orientation of at least one of
the virtual object, the virtual reference plane, and the
virtual camera such that an appearance of the virtual
object as viewed from the virtual camera based on
relative orientations and relative positions of the
virtual camera and the virtual object 1s 1n association
with the shooting state, no matter whether or not the
characteristic portion has been detected, when a
position {ixation condition 1s satisiied.

13. An information processing system comprising a coms-
puter configured to control the information processing sys-
tem to at least:

detect a shooting state including a position and an orien-
tation of an 1maging device that generates a captured
image ol a real space at update intervals;

first update a position and an orientation of at least one of
a virtual reference plane and a virtual camera 1 a
virtual space, based on detection of a characteristic
portion 1n the captured 1mage;

second update a position and an orientation of at least one
of a virtual object and the virtual camera 1n the virtual
space, based on the shooting state;

generate an overlay image in which an image of the
virtual object as viewed from the virtual camera 1s
overlaid on the captured image, when the virtual object
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1s 1n a field-of-view range of the virtual camera; and
output the overlay image to a display device,
wherein
the second updating includes
controlling the position and orientation of at least one
of the virtual camera and the virtual object such that
the virtual object 1s 1n the field-of-view range of the
virtual camera, before the detection of the charac-
teristic portion,
updating the position of at least one of the virtual
object, the virtual reference plane, and the virtual
camera such that the virtual object 1s along the
virtual reference plane, based on the shooting state,
after the detection of the characteristic portion, and
updating the position and orientation of at least one of
the virtual object, the virtual reference plane, and the
virtual camera such that an appearance of the virtual
object as viewed from the virtual camera based on
relative orientations and relative positions of the
virtual camera and the virtual object 1s 1n association
with the shooting state, no matter whether or not the
characteristic portion has been detected, when a
position fixation condition 1s satisiied.
14. An mformation processing method comprising:
detecting a shooting state including a position and an
orientation of an 1imaging device that generates a cap-
tured 1mage of a real space at update intervals;
first updating a position and an orientation of at least one
of a virtual reference plane and a virtual camera 1n a
virtual space, based on detection of a characteristic
portion 1n the captured 1mage;
second updating a position and an orientation of at least
one of a virtual object and the virtual camera 1n the
virtual space, based on the shooting state;
generating an overlay image in which an image of the
virtual object as viewed from the virtual camera 1s
overlaid on the captured image, when the virtual object
1s 1n a field-of-view range of the virtual camera; and
outputting the overlay image to a display device,
wherein
the second updating includes
controlling the position and orientation of at least one
of the virtual camera and the virtual object such that
the virtual object 1s 1n the field-of-view range of the
virtual camera, before the detection of the charac-
teristic portion,
updating the position of at least one of the virtual
object, the virtual reference plane, and the virtual
camera such that the wvirtual object 1s along the
virtual reference plane, based on the shooting state,
aiter the detection of the characteristic portion, and
updating the position and orientation of at least one of
the virtual object, the virtual reference plane, and the
virtual camera such that an appearance of the virtual
object as viewed from the virtual camera based on
relative orientations and relative positions of the
virtual camera and the virtual object 1s 1n association
with the shooting state, no matter whether or not the
characteristic portion has been detected, when a
position fixation condition 1s satisfied.
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